ABSTRACT

As we move into a new era of heterogeneous multi-core systems, our ability to tune the performance and understand the reliability of both hardware and software becomes more challenging. Given the multiplicity of different design trade-offs in hardware and software, and the rate of introduction of new architectures and hardware/software features, it becomes difficult to properly model emerging heterogeneous platforms.

In this paper we present a new methodology to address these challenges in a flexible and extensible framework. We describe the design of a framework that supports a range of heterogeneous devices to be evaluated based on different performance/reliability criteria. We address heterogeneity both in hardware and software, providing a flexible framework that can be easily adapted and extended as new elements in the SoC stack continue to evolve. Our framework enables modeling at different levels of abstraction and interfaces to existing tools to compose hybrid modeling environments. We also consider the role of software, providing a flexible and modifiable compiler stack based on LLVM. We provide examples that highlight both the flexibility of this framework and demonstrate the utility of the tools.

1. INTRODUCTION

The days of single-core system architectures are clearly in the rear-view mirror. We are surrounded by multi-core architectures today, and we are designing for tomorrow’s increasingly complex heterogeneous systems. This move is driven by a growing class of consumer applications that require both graphics and compute in smaller form factors, and in portable, power-efficient, systems.

Innovation in system architecture and embedded design has been driven by our ability to evaluate design trade-offs quantitatively. There have been a large number of efforts in the computer architecture community to develop accurate cycle-based simulators to study the value of a myriad of design features [7, 12, 13, 22, 32, 34]. Similar efforts have been undertaken in the embedded system community specifically with the emergence of System-Level Design Languages (SLDLs), such as SystemC [18], and frameworks have been developed for multicore and hardware software simulation including MParm [9], ReSP [8] and Daedalus [28].

In the past decade, we have moved away from simple homogeneous computing systems, where a single or a few cores on a few CPUs. Today we have computing fabrics that include CPUs, DSPs, GPUs and APUs. These systems range from high performance computing platforms, to full-featured smartphones. They include a range of inter-device relationships spanning master-slave to peer-to-peer, and everything in between. What is common in many of these environments is the need to run media/visualization along with compute, with software playing a larger role than ever before. In addition to these challenges, power and reliability are now treated as first-rate design concerns.

The rate of innovation for media-based devices is only limited by our imagination; however we need better tools to analyze compute, graphics, and an optimizing compiler technology. This need for sophisticated tools is a long standing requirement, as identified by Wolf in 1993 [36]. An architecture is needed for these tools that allow researchers and developers to efficiently evaluate the wide range of design decisions present in heterogeneous systems. We can no longer afford to develop stand-alone tools for particular architectures or bus interfaces. We also need to work seamlessly with existing tools, allowing designers to leverage past modeling efforts.

Multi2Sim currently provides a structural or cycle-based architectural simulation (or both) with full or partial support for seven different architectures, three CPUs and four GPUs, a range of memory configurations, network topologies, and runtime environments. These models have been developed over a six year period and are being used across a wide international community. Multi2Sim version 4.2 introduces new emulators for ARM and MIPS CPUs and the NVIDIA Fermi GPU, new network topologies and an optimized OpenCL runtime environment. This introduction builds upon a rich base that includes the original X86-based superscalar multicore design models, AMD Evergreen (Radeon HD 5000 series) and Southern Islands GPU (Radeon HD 6000 series) architectures, and ongoing work on APUs, NVIDIA Kepler, and Analog Devices DSP architectures. The current tools support execution of C/C++ programs on the CPUs and OpenCL execution on the CPUs and GPUs. Ongoing work is targeting support for CUDA and the Heterogeneous Systems Architecture (HSA).

The common simulator architectural model of Multi2Sim has been leveraged by many different research groups, spanning high performance computing, server systems, tablet architectures and smartphone platforms. Examples include: GPU performance analysis [19, 19], CPU/memory power analysis [20, 24, 29], memory system analysis [27], GPU reliability [17, 31], graphics-compute inter-operability [35], and interconnect performance analysis [25]. Figure 1 shows the large design space we presently address with our infrastructure.
3. MULTI2SIM FOR HETEROGENEOUS SYSTEMS

The Multi2Sim framework supports a number of CPU and GPU devices, both distributed (explicit communication) and shared memory environments. We first introduce the basic structure of the four key elements of any model in Multi2Sim and then highlight the modeling capabilities enabled by these four elements.

3.1 Multi2Sim Mechanics

Multi2Sim includes four key elements: disassembler, emulator, timing simulator and visual tool. They allow building a suite of tools serving a range of different purposes, including:

1. decompiling heterogeneous applications utilizing program emulation,
2. identifying performance bottlenecks in a heterogeneous architecture,
3. characterizing the speedup available through GPU acceleration,
4. quantifying the reliability tradeoffs of both hardware and software optimizations, and
5. evaluating the role of the runtime and the compiler in heterogeneous system performance/power/reliability.

3.1.1 Disassembler

Interpreting programs at the Instruction Set Architecture (ISA)-level is essential for programming, debugging and accurate cycle-based simulation. Hence, a disassembler is necessary for adding new ISA model support. The dissembler works as follows:

1. consumes original program binaries in ELF format, generated by vendor-provided (or vendor-compliant) compiler, and
2. decodes each extracted instruction and provides the exact same output as the vendor disassembler.

While there are existing open-source tools to disassemble CPU binaries, most GPU architectures include these tools as part of their close-source drivers.

3.1.2 Emulator

The emulator runs a program (guest program) instruction by instruction, in an iterative process that reproduces what would be the program output on a real machine. The virtual state of the guest program is typically represented by its memory and registers. In each iteration of the main loop, the emulator fetches the next instruction from the program binary, reads the input operands from the virtual state, performs the encoded operation, and updates the...
program state accordingly. Emulation offers a good amount of basic statistics and dynamic profiling information, such as instruction classification, or hot program regions.

### 3.1.3 Timing Simulator

The timing simulator models hardware components on a cycle-by-cycle basis, including instruction queues, functional units, register renaming tables, branch predictors, and more; all with configurable latency and geometry parameters. The configuration flexibility based on plain-text INI files makes our timing simulator suitable for architectural exploration, bottleneck detection, and fine-grain performance debugging. The timing simulator provides a very detailed statistics report, including utilization of hardware structures and timing results.

Timing verification involves two processes. First, short sequences of ISA instructions are assembled into a single long program that stresses one particular hardware component. After running the program both on real hardware and on the simulator, any small performance discrepancies can be precisely isolated. The second method consists in running real benchmarks covering most of the instruction set, again run on both real and virtual environments. Performance differences in this case are isolated and fed back to the first method iteratively, until all discrepancies have been addressed.

#### 3.1.4 Visual Tool

An interactive visualization tool allows the user to navigate through the simulation using a scroll bar widget on a cycle-by-cycle basis. Its main window shows the set of CPU and GPU cores active during the simulation. The user can expand the level of detail and browse pipeline diagrams, instructions in flight, mapped threads, etc. An additional panel explores the memory hierarchy, with details on cache sets, tags, blocks, or coherence states.

The visual tool is an invaluable resource to validate the timing simulator, especially when implicit communication occurs in the memory hierarchy on multi-core or GPU systems. We can visualize cache states and network messages as they progress through the system, dramatically improving visibility over plain-text logs.

### 3.2 Multi2C: Integrated Compiler Toolchain

Multi2C is an open-source compilation infrastructure integrated in Multi2Sim. It consumes OpenCL and CUDA kernel sources and generates executable binaries that can run on real GPUs. The compiler is architected modularly with i) front-ends that translate the kernel source code into the LLVM intermediate language [21], ii) back-ends that convert LLVM code into the target GPU ISA, and iii) assemblers that produce vendor-compliant binaries.

The front-end consumes an OpenCL/CUDA kernel source file and delivers LLVM 3.1 bitcode. Internally, our implementation leverages open-source tools flex [3] and bison [2] as lexical and syntax analyzers, respectively. An initial set of optimization passes can be applied using pre-defined LLVM library functions. Currently, the compiler front-end implements the complete OpenCL C grammar, while support for built-in functions is in progress. Multi2C has been tested with the AMD SDK 2.5 [1].

The back-end consumes an LLVM 3.1 binary module and produces plain-text assembly code, producing the final GPU ISA. LLVM is translated to ISA incrementally though a set of passes, starting with a one-to-many instruction equivalence. Three mandatory passes are applied to guarantee code correctness: i) generation of SIMD control-flow leveraging structural analysis, ii) a-posteriori translation of LLVM phi nodes, and iii) vector/scalar register mapping leveraging data-flow analysis.

The assembler reads a plain-text file and generates a vendor-compliant ELF binary. The main section on the input file contains the ISA code in the format established by the vendor, either through a public specification (AMD) or through its disassembler tools (NVIDIA). The remaining sections contain additional metadata that need to be encoded in the binary, such as program constants or kernel arguments. Currently we support the AMD Southern Islands backend. Ongoing development of back-ends and assemblers are currently in progress for the NVIDIA Fermi and Kepler target architectures.

### 4. HYBRID SIMULATION

Current modeling and design paradigms have to be expanded to allow designers to take advantage of GPUs in the embedded context. This includes performance estimation tools for emerging applications and extending design space exploration to include heterogeneous CPU/GPU processing. Most importantly however, with the increase in massive parallel compute power offered by the GPU, the pressure on the memory subsystem dramatically increases. Therefore, new methods are needed that explicitly model and analyze the GPU induced traffic.

To address the design challenges of GPU integration in the embedded space, we extend Multi2Sim to expose its detailed emulation capabilities to SystemC. Figure 3 presents one instance of Multi2Sim’s hybrid modeling capabilities. In particular, we enable virtual platforms with a GPU model emulated in Multi2Sim, which is accessible through SystemC TLM 2.0. We pair an ARM Cortex A9 (emulated through OVP), which communicates through an AXI interconnect, with a GPU modeled in Multi2Sim. The OpenCL application on the CPU interacts with the GPU through the AXI bus. This allows for detailed analysis of the CPU/GPU traffic, as well as analyzing the GPU induced traffic.
In order to expose Multi2Sim to SystemC, we have created a SystemC wrapper which is connected through a standard SystemC TLM 2.0 to other components. Multi2Sim typically runs standalone, using its own discrete event simulation engine. For integration, we leveraged this simulation loop, making the GPU model callable to simulate a predefined quantum of Multi2Sim simulation steps. These are called inside the wrapper, and synchronize with SystemC time. To allow communication with the GPU model, a memory interface (Mem Ifc.) enables SystemC access to the memory emulated inside Multi2Sim. This allows us to access the global memory (for input and output data), instruction memory (to load the OpenCL kernel), as well as a set of control MMRs to synchronize and control GPU model execution.

The OpenCL application running on the ARM Cortex A9 controls and coordinates GPU execution. For this, new drivers are needed that provide CPU/GPU communication. This is realized using the Multi2Sim OpenCL run-time, which was originally developed for usage inside Multi2Sim. The OpenCL library uses a newly developed backend driver, the M2S GPU Driver.

![Figure 3: SystemC-based CPU / GPU virtual platform](image)
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Figure 4 illustrates the call hierarchy in more detail. An OpenCL application consists of a host program and one or more device kernels. The host program can be written in a high-level programming language (e.g., C, Python) with the OpenCL extension, and linked with our OpenCL library. During its execution, the host program will dispatch OpenCL API functions (e.g., clEnqueueWriteBuffer). The OpenCL call passes control to its definition in the OpenCL library. To write data to the GPU device, clEnqueueWriteBuffer uses a write system call, defined as the function drvWriteMem in the GPU driver. Then several Linux kernel APIs (including copy_from_user) are called in drvWriteMem to copy data from the user-space OpenCL application to kernel-space device. The data is finally written to the GPU device /dev/devGPU transferring the data via the AXI interconnect.

With the Multi2Sim-SystemC integration, new research avenues are opened that combine the rich set of models available in Multi2Sim with the large set of available SystemC models. As such, it becomes feasible to investigate custom memory hierarchies, and interconnect schemes that are shared across a heterogeneous set of PEAs (e.g., processors, GPUs, and custom hardware) considering actual bus traffic. Our Multi2Sim SystemC integration allows developers to explore the trade-off between CPU and GPU processing, as well investigate how to manage the traffic traffic demands due to heterogeneous processing. As such, Multi2Sim-SystemC is a valuable platform for virtual platform based design space exploration.

5. MULTI2SIM MODELS

5.1 Heterogeneous Performance Modeling

Multi2Sim has been used in hundreds of design space explorations that consider both CPUs and GPUs. The simulator can be used effectively for debugging OpenCL programs, identifying performance bottlenecks using the visual profiler, and can allow for the analysis of CPU/GPU interaction using shared memory in the latest release of the framework. We will focus on this last capability next in our first example of the versatility of the tools.

Ideally, memory coherence should be enabled for workloads that need it, and disabled for those that do not. In the age of heterogeneous many-cores (multi-cores with thousands of cores on-chip), the ability to enable/disable coherence could perhaps have significant impact on the performance and scalability. For GPUs, enabling coherence could potentially increase their utility to a larger variety of programs. For CPUs, disabling coherence when it is not required for correctness could have a dramatic impact on performance when executing highly data-parallel applications.

5.1.1 Memory Coherency Modeling

As CPU and GPU architectures cooperatively adapt to modern workloads, their memory systems —particularly the cache coherence protocols— play an increasingly important role. While a traditionally non-coherent memory hierarchy restricts the type of workloads executable on a GPU, a strictly coherent cache system on a CPU constrains performance of data-parallel applications, such as OpenCL or CUDA programs.

We have implemented a powerful enhancement to traditional coherence protocols (e.g., MESI, MOESI) in Multi2Sim. We have added the ability to model a non-coherent state, N, that allows for dynamic cache block transitions between coherent and non-coherent modes in a memory system.

To implement this in Multi2Sim, we modified the AMD Radeon 5870 memory system that presently implements a single, multibanked L2, and incorporated multiple L2s that each serve a subset of the compute units. In the new design, each L2 is the size of a previous L2 bank, keeping the total L2 capacity constant. We also considered the design of the AMD Southern Island 7970 in this work, and have analyzed this protocol for additional target architectures given the flexibility of the Multi2Sim framework.

We found that removing unnecessary coherence operations for OpenCL programs can result in up to a 12% performance improvement on a CPU, and up to 31% on an APU. Providing optional coherence for GPUs also allows support for more diverse programs and relaxes memory system design constraints, providing up to 1.8X speedup on simulated benchmarks.

5.2 Heterogeneous Reliability

The impressive performance benefits provided by GPU computing have made them an attractive target for a range of important application domains. Biomedical image analysis, encryption/decryption and financial market analysis are just three examples of
the many general purpose applications now using GPUs. These three applications tend to be more sensitive to intermittent hard-
ware faults, as compared to typical graphics workloads. These crit-
ical workloads demand the addition of fault tolerance mechanisms
into future GPUs to ensure reliable computation.

Even though parity protection mechanisms are being incorpo-
rated by GPU vendors, and high-end GPUs are utilizing ECC in
their memory systems, many of the GPU hardware structures re-
main unprotected. Recent efforts in this direction include software
ECC for global memory [23], software thread-level and instruction-
level replication for detection of faults in compute resources [16],
and hardware-based checkers incorporated in the design at a fine
granularity for low latency detection and recovery of faults in
ALUs [33]. The common problem with these previous approaches
is that they lack the required reliability characterization of the GPU
hardware. It is becoming increasingly necessary to have more pow-
erful protection techniques that cover other structures within a het-
erogeneous platform.

In our Multi2Sim modeling framework, we have introduced the
ability to perform fault injection into the execution. Our strategy
focusses on accessing the reliability of different microarchitectural
structures. We have the ability to inject errors in to the runtime
of any of our models. The fault injection mechanism is not specific
to the microarchitecture, and can be applied to different GPU archi-
tectures. Given the overhead associated with fault-injection anal-
ysis, and the need to perform hundreds or thousands of injections
to obtain statistical significance, we are presently developing the
ability to directly compute the Architectural Vulnerability Factor
(AVF) [11] of the targeted device. AVF analysis provides us with a
measure the amount of vulnerable state per cycle. It captures the
dynamics of the hardware and software to accurately identify if a
bit flip in an hardware device will result in a program-visible error
by the software.

5.2.1 Reliability modeling on an Evergreen GPU

To demonstrate the ability of our framework to study design
tradeoffs when considering reliability, we present results from a
recent study using statistical fault injection [17]. Our experimen-
tal evaluation is based on AMD’s Evergreen family of GPUs. Our
simulation framework allows us to modify parameters for the struc-
tures under study. We consider the impact on vulnerability as we
change the total size, register width, local memory allocation gran-
ularity of different structures. In the experiments, we have used the
AMD Radeon 5870. The benchmarks used in these experiments are
from the AMD OpenCL SDK.

The fault-injection-based experiments were carried out using
Multi2Sim. The simulator is fed a fault definition file which enu-
merates the faults to be injected during the simulation. Each line
of the fault definition file contains the following information for a
single fault: a) fault type, b) fault location, and c) fault injection
time. Fault type specifies the structure where the fault should be
injected; location is a bit-position within the structure; and time is
the simulation cycle injected. Fault injection is simulated by a bit-
flip in the desired position at the specified time. The faulty value
remains intact, and potentially is propagated to other locations, un-
til it is overwritten by the program. Multi2Sim supports multiple
fault injections into multiple structures in a single simulation pass.
For each structure, a total of 5000 single faults were injected.

In order to calculate AVF, we compute the number of fault in-
jection experiments that resulted in a program failure, and divide
by the total number of fault injected. All of the benchmarks have
a self-check mechanism. This mechanism compares the output of
the OpenCL kernel with a reference output calculated by the CPU.

These experiments (see Table 1) find that the AVF of the register
file and local memory of the targeted architecture are 6% and 1%,
respectively. These values are low, especially when compared to
values reported on comparable CPU structures (AVF values are as
high as 15% for the register file [26] and 25% for the cache mem-
ory [10]). While one might assume that the main memory on the
GPU to be a large contributor to the overall system AVF, it was
surprising to find that the AVF of the Active Mask Stack (AMS) (a
much smaller memory structure) is 0.58% on average.

6. CONCLUSIONS

In this paper we have discussed some of the key challenges ahead
for the design community when designing and simulating hetero-
gereneous systems. We have presented the Multi2Sim simulation
framework which allows users to build upon and leverage a 6-year
effort that presently supports a wide range of users. We described
some of the current work in the area of CPU and GPU architec-
ture exploration. The two example studies considered the impact
of changing the memory coherency protocol in an APU platform
and modeling GPU reliability using fault injection.

In future work we plan to grow the Multi2Sim user/developer
community, extending our work on compilation, SystemC integra-
tion, graphics interoperability, and programmable hardware (i.e.,
FPGAs). We also plan to focus our work on the emerging HSA
standard that has been recently announced.
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<table>
<thead>
<tr>
<th>Benchmark</th>
<th>REG(%)</th>
<th>AMS(%)</th>
<th>MEM(%)</th>
<th>MAX occupancy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AVF</td>
<td>AVF-util</td>
<td>AVF</td>
<td>AVF-util</td>
</tr>
<tr>
<td>BitonicSort</td>
<td>0.04</td>
<td>25.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>DwilHaa1D</td>
<td>1.13</td>
<td>10.17</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>RecursiveGaussian</td>
<td>2.08</td>
<td>5.81</td>
<td>0.36</td>
<td>16.98</td>
</tr>
<tr>
<td>SparseCross</td>
<td>3.15</td>
<td>14.50</td>
<td>0.02</td>
<td>33.33</td>
</tr>
<tr>
<td>MatrixMultiplication</td>
<td>20.30</td>
<td>32.59</td>
<td>0.10</td>
<td>71.43</td>
</tr>
<tr>
<td>SobelFilter</td>
<td>19.36</td>
<td>22.50</td>
<td>2.86</td>
<td>24.78</td>
</tr>
<tr>
<td>DCT</td>
<td>3.68</td>
<td>9.01</td>
<td>0.72</td>
<td>53.73</td>
</tr>
<tr>
<td>URNG</td>
<td>0.18</td>
<td>0.88</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Average</td>
<td>6.34</td>
<td>15.06</td>
<td>0.58</td>
<td>40.05</td>
</tr>
</tbody>
</table>


